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WEKA 

� Gallirallus australis : Endemic bird (New 
Zeland) 



Characteristics 

� Waikato university 
� Weka is a collection of machine learning 

algorithms for data mining tasks 
� Weka contains tools for data pre-

processing, classification, regression, 
clustering, association rules, and 
visualization. 

� Under GPL license 



Links 

�  http://www.cs.waikato.ac.nz/ml/weka/ 

 
�  http://transact.dl.sourceforge.net/

sourceforge/weka/
WekaManual-3.6.0.pdf 

 



How to run Weka? 
�  Using the icon 
 

�  Using the command line 

 java -Xmx1024m -jar weka.jar  





Main interface 



Simple CLI (1) 
�  Support all operation  proposed by WEKA 
�  E.g. 

�  java <class><param> 
�  break 
�  kill 
�  cls 
�  exit 
�  help <command> 
�  … 



Simple CLI (2) 



Knowledge Flow (1) 
�  Alternative to the Explorer as a graphical front end 
�  Intuition: 

The user can select WEKA components from a tool 
bar, place them on a layout canvas and connect 
them together in order to form a knowledge flow for 
processing and analyzing data.  



Knowledge Flow (2) 



Experimenter (1) 
�  Experimenter makes it easy to compare the 

performance of different learning schemes � 
�  For classification and regression problems  
�  Results can be written into file or database  
�  Evaluation options: cross-validation, learning curve, 

hold-out  
�  Can also iterate over different parameter settings  



Experimenter (2) 



Explorer (1) 
�  Preprocess 
�  Classify 
�  Cluster 
�  Associate 
�  Select attributes 
�  Visualize 



Explorer (2) 





Data format supported by Weka  
�  Data can be imported from a file in various formats:  

�  ARFF – default format file 
�  CSV – separated by comas or tabulations 
�  C4.5 – codify under C4.5 format (.names to store the 

names and .data to store the data) 
�  JSON – data files used by Javascript 



ARFF files (1) 



ARFF files (2) 
�  Header: 

@relation <relation name> 
�  Attributes declaration: 

@attribute <name> <type> 
where <type> can be a value (numeric, string, date, 
etc) or nominal (set of values, e.g. {female, male}) 

�  Data 
@data 
… 



ARFF file example 
% file to test. 
@relation test 
@attribute name STRING 
@attribute health {good, bad} 
@attribute weight NUMERIC 
@attribute date_analyse DATE "dd-MM-yyyy HH:mm” 
@data 
Alice, good, 38.43, "12-04-2003 12:23” 
’Maria Jose’, ?, 34.53, "14-05-2003 13:45” 
Alex, good, 43, "01-01-2004 08:04” 
Richard, ?, ?, "03-04-2003 11:03" 
 



ARFF files (sparse format) 
�  Considering only the non 0 values  
�  Represent each values with: POSITION VALUE 

information  
�  Each couple (POSITION - VALUE) is separated with a 

comma  
�  Useful for documents representation in ARFF format  

e.g.   
 @data    @data 
 0, X, Y, “male”  à  {1 X, 2 Y, 3 “male”} 
 0, 0, W, “male”  à  {2 W, 3 “male”} 



Exercise 
�  Represent the following table in ARFF file (simple 

and sparse formats) 

City Date Temperature Humidity Wind Emergency 
Alès 03/14 14.4 68 57 Yes 
Paris 03/15 18.4 60 No 
Nîmes 03/14 20.3 72 45 Yes 
Nice 04/01 15.6 68 11 No 
Lunel 03/18 28.0 71 No 



Open a DB or URL 
�  Data can also be read from a URL or from an SQL 

database (using JDBC)  



Open file using Explorer (1) 



Open file using Explorer (2) 



Open file using Explorer (3) 



Open file using Explorer (4) 



Pre-processing tools (1) 
�  Pre-processing tools in WEKA are called “filters”  
�  WEKA contains filters for:  

Discretization, normalization, resampling, attribute 
selection, transforming and combining attributes, ...  



Pre-processing tools (2) 



Pre-processing tools (3) 



Example – Discretization (1) 
�  To obtain categorical data 
�  Used on numerical attributes 

1.  Open a file (weather.arff for example) 
2.  Choose a filter : Filters à unsupervised à 

discretize 1 
3.  Left-click on properties 2 
4.  Change the number of binds and 

useEqualFrequency 
5.  Click on OK and APPLY 3 



Example – Discretization (2) 



Exercise 
In the example, compare the characteristics of attributes  
before and after discretization: 
 
�  Evaluate the outlook attribute characteristics: Comment 

the results 
 
�  Evaluate the temperature attribute characteristics: 

Comment the results 
 
�  Export the results into arff and csv files 



Data normalization 

� Pre-processing technique 
�  The filter standardization allow us 

standardize all numerical values of the 
data set into values belonging the 
interval [0, 1] 

�  For more information, see “More” 



Example (1) 

1.  Open fruitfly.arff 1 
2.  See the dataset using the button Edit 2 
3.  Choose: filters ! unsupervised ! 

attribute ! normalize 3 
4.  Set scale to 1.0 into options 4 
5.  Click on Apply 5 
6.  See the data using the button Edit 6 



Example (2) 



Example (3) 



String attribute into nominal 

� Pre-processing tool 
� Converting a string attribute into nominal 
�  Finite number of values (string) 
�  For more information, see “More” 



Example (1)   

1.  Open Departments-string.arff 1 
2.  See the dataset using the button Edit 2 
3.  Choose: filters ! unsupervised ! 

attribute ! StringToNominal 3 
4.  Set attributeRange to 1 into options 4 
5.  Click on Apply 5 
6.  See the dataset using the button Edit 6 



Example (2)   



Example (3)   



Text data to String vector (1) 

� Pre-processing technique 
� Converting text data into TF-IDF (Term 

Frequency – Inverted Document 
Frequency) attribute format 

� Used on string data 
�  For more information, see “More” 



Example (1) 

1.  Open Departments-string.arff 1 
2.  See the dataset using the button Edit 2 
3.  Choose: filters ! unsupervised ! 

attribute ! StringToWordVector 3 
4.  Set some options 4 
5.  Click on Apply 5 
6.  See the dataset using the button Edit 6 



Example (2) 



Example (3) 



Example (4) 



Attribute selection (1) 

�  The most useful part of this is attribute 
selection (also called feature selection) 

� Select relevant attributes 
� Remove redundant and/or irrelevant 

attributes 



Attribute selection (1) 

Objectives: 
� Simpler model 

� More transparent 
�  Easier to interpret 

�  Faster model induction 
� Structural knowledge 

�  Knowing which attributes are important may 
be inherently important to the application 



Attribute selection (2) 

Attribute Evaluator 
S

ea
rc

h 
M

et
ho

d 

Attributes Subsets of 
attributes 

Best First YES 

Greedy 
Stepwise YES 

Ranker YES 



Attribute selection (3) 

Filters: 
� Ranked list of attributes 

�  Typical when each attribute is evaluated 
individually 

� A selected subset of attributes 
� Greedy Stepwise and Best first 
� Random search such as genetic algorithm 



Example (1) 

1.  Open diabetes.arff 1 
2.  Choose: filters ! supervised ! attribute 

! AttributeSelection 2 
     It’s possible to use “SelectAttributes” tab 
3.  Set some options 3 
4.  Click on Apply 4 
 



Example (2) 



Example (3) 



Exercise  

� Discuss the results after applying 
AttributeSelection on diabetes.arff using 
“default” parameters 

� Change some parameters and compare 
the results 

� Apply a classification algorithm (e.g., 
J48) aux datasets with/without attribute 
selection. Compare the results 

 



Conclusion 

Data preprocessing is very important, and 
it has an important impact on the quality of 
learning process 





Classifiers in Weka (1) 
�  Classifiers in WEKA are models for predicting nominal 

or numeric quantities  
�  Classification algorithms include: 

�  Decision trees 
�  Naïve Bayes Classification 
�  Support vector machine (SVM) 
�  Multi-layer perceptron  
�  Bayes network, etc. 

�  Meta-classifiers: 
�  Combination 
�  Bagging 
�  Boosting, etc. 



Classifiers in Weka (2) 



Classifiers in Weka (3) 



Classifiers : options 
�  Training set: the classifier is evaluated on how well it 

predicts the class of the instances it was trained on 
�  Supplied test set: the classifier is evaluated on how 

well it predicts the class of a set of instances loaded 
from a file 

�  Cross-Validation: the classifier is evaluated by cross-
validation, using the number of folds that are entered in 
the Folds text field 

�  Percentage Split: the classifier is evaluated on how 
well it predicts a certain percentage of the data which is 
held out for testing 



Example (1) 
1.  Open iris.arff  
2.  Go to Classify tab 
3.  Choose a classifier : Classifier à Bayes à 

NaiveBayes 1 
4.  Set Cross-Validation value to 10 2 
5.  Click on Start button 3 



Example (2) 



Example (3) 



Interpretation of results (1) 

3



Interpretation of results (2) 
=== Summary === 1 
�  This gives the error levels when applying 

the classifier.  
�  The most important figures here are the 

numbers of correctly and incorrectly 
classified instances.  

�  With the exception of the Kappa statistic, 
the remaining statistics compute various 
error measures based on the class 
probabilities assigned by the tree. 



Interpretation of results (3) 
=== Detailed Accuracy By Class === 2 
�  The percentage of correctly classified 

instances is often called accuracy or 
sample accuracy.  

� Accuracy has some disadvantages as a 
performance estimate (not chance 
corrected, not sensitive to class 
distribution) 

� Area under the ROC curve is an 
interesting measure. 



Interpretation of results (4) 

=== Confusion Matrix === 3 
�  This shows for each class, how 

instances from that class received the 
various classifications. 

�  a, b and c representing the class labels. 
Here there were 45 instances, so the 
percentages and raw numbers add up, 
aa+bb+cc = 43, ab+ba+ac+ca+… = 2 . 



Decision trees 

�  Learning by partitioning 
� We want to build homogeneous 

subgroups in terms of a nominal variable 
to be predicted (target) using a set of 
discriminant variables 

� Result must be readable  
�  It must be able to automatically select 

discriminating variables 



Example (1) 
1.  Open iris.arff  
2.  Go to Classify tab 
3.  Choose a classifier : Classifier à trees à 

J48 1 
4.  Set Cross-Validation value to 10 2 
5.  Click on Start button 3 



Example (2) 



Interpretation of tree 
J48 pruned tree 
------------------ 
 
petalwidth <= 0.6: Iris-setosa (50.0) 
petalwidth > 0.6 
|   petalwidth <= 1.7 
|   |   petallength <= 4.9: Iris-versicolor (48.0/1.0) 
|   |   petallength > 4.9 
|   |   |   petalwidth <= 1.5: Iris-virginica (3.0) 
|   |   |   petalwidth > 1.5: Iris-versicolor (3.0/1.0) 
|   petalwidth > 1.7: Iris-virginica (46.0/1.0) 
Number of Leaves  :  5 
Size of the tree :  9 



Interpretation of tree 
�  This indicates how the classifier uses 

the attributes to make a decision.  
�  The leaf nodes indicate which class an 

instance will be assigned to should that 
node be reached.  

�  The numbers in brackets after the leaf 
nodes indicate the number of instances 
assigned to that node, followed by how 
many of those instances are incorrectly 
classified as a result. 



Tree visualization (1) 



Tree visualization (2) 



Exercise 1 
� Using the Weka explorer environment and 

load the training file “diabetes.arff” Perform 
classification with Naive Bayes, Decision 
Tree and K-NN (with K=3) Use the following 
setting :  
�  10 Fold Cross validation  
�  70% Training and 30% Test (percentage split) 

� Build a comparative table with the 2 different 
settings and the 3 classifiers and comment 
the results  



Exercise 2 

� Using the Weka explorer environment and 
load the training file “diabetes.arff” Perform 
classification with K-NN with different 
values of K (3,5,7,9,11,13) with 10 Fold 
Cross validation.  

� Put the accuracy results in a table and 
comment the results. Emphasize how the 
results change in relation to the value of K  



Exercise 3 

� Show the tree decision for “weather.arff 
data using the following parameters: 
� Method:  J48 
� Cross-validation: fixed on 5 and 10 

� Discuss the results (figure) 





Clustering 

�  The process of grouping physical or 
abstract objects into classes of similar 
objects i.e., given a set of records 
(instances, examples, objects, 
observations, …), organize them into 
clusters (groups, classes) 

� Works with both discrete and numerical 
data* 



Classification vs clustering 

� Classification: Supervised learning 
Learns a method for predicting the 
instance class from pre-labeled (classified) 
instances 
� Clustering: Unsupervised learning 
Finds “natural” grouping of instances given 
un-labeled data 



Cluster definition  
�  A cluster is a subset of objects which are 

“similar” 
�  A subset of objects such that the distance 

between any two objects in the cluster is 
less than the distance between any object 
in the cluster and any object not located 
inside it 

�  A connected region of a multidimensional 
space containing a relatively high density of 
objects 



Clustering with Weka (1) 



Clustering with Weka (2) 



Clustering: options 
�  Use training set: After generating the clustering Weka 

classifies the training instances into clusters according 
to the cluster representation and computes the 
percentage of instances falling in each cluster 

�  Supplied test set or Percentage split: Weka can 
evaluate clusterings on separate test data if the cluster 
representation is probabilistic (e.g. for EM). 

�  Classes to clusters evaluation: In this mode Weka 
first ignores the class attribute and generates the 
clustering. Then during the test phase it assigns 
classes to the clusters, based on the majority value of 
the class attribute within each cluster (e.g. for k-
Means) 



Clustering with Weka (2) 



EM 

�  The EM clustering scheme generates 
probabilistic descriptions of the clusters 
in terms of mean and standard deviation 
for the numeric attributes and value 
counts* for the nominal ones 

 
 
* incremented by 1 and modified with a small value to avoid zero 
probabilities  



Example (1) 
1.  Open auto_price.arff  
2.  Go to Clustering tab 
3.  Choose a clustering method: EM 1 
4.  Set Use training set 2 
5.  Click on Start button 3 



Example (2) 



Example (3) 



Example (4) 



Example (5) 



Example (6) 



Cobweb (1) 

� Cobweb generates hierarchical 
clustering, where clusters are described 
probabilistically. The class attribute is 
ignored in order to allow later classes to 
clusters evaluation 



Cobweb (2) 



Example (1) 
1.  Open weather.arff  
2.  Go to Clustering tab 
3.  Choose a clustering method: Cobweb 1 
4.  Set Use training set 2 
5.  Chose the “class” attribute on Ignore 

Attribute panel  3 
6.  Click on Start button 4 



Example (2) 



Meaning of results (1) 



Meaning of results (2) 



Meaning of results (3) 

� Node N or leaf N represents a 
subcluster, whose parent cluster is N 

�  The clustering tree structure is shown as 
a horizontal tree, where subclusters are 
aligned at the same column 

�  The root cluster is 0. Each line with node 
0 defines a subcluster of the root 



Meaning of results (4) 

�  The number in square brackets after 
node N represents the number of  
instances in the parent cluster N 

� Clusters with [1] at the end of the line 
are instances 

�  To view the clustering tree right click on 
the last line in the result list window and 
then select Visualize tree 



Exercise 1 

� Right click on the last line in the result list 
window 

� Visualize cluster assignments - you get the 
Weka cluster visualize window 

� Put Instance_number on X and Cluster on Y 
� Click on Save and choose a file name (*.arff) 
� Explore the arff file and comment 



k-Means 

�  “k” stands for number of clusters, it is 
typically a user input to the algorithm; 
some criteria can be used to 
automatically estimate k 

� Works only for numerical data 



Example (1) 
1.  Open weather.arff  
2.  Go to Clustering tab 
3.  Choose a clustering method: 

SimpleKMeans 1 
4.  Set Use training set 2 
5.  Set numCluster (k) to 4 3 
6.  Click on Start button 4 



Example (2) 



Example (3) 



Meaning of results 

�  The first column gives you the overall 
population centroid. The second to fifth 
columns give you the centroids for 
cluster 0 to 4, respectively. Each row 
gives the centroid coordinate for the 
specific dimension. 



Exercise 1 

� Go to the WEKA explorer environment 
and load the training file iris.arff 

� Cluster the iris dataset using the k-
Means clustering algorithm with k=5. 
Watch the result given by WEKA 
(Cobweb).  



Exercise 2 

� Cluster the “iris.arff” dataset using the k-
Means Clustering algorithm with k=3, 
k=4 and k=5, with the same ten different 
value of the seed parameter. Use the 
option: Classes to cluster evaluation to 
evaluate the accuracy and store the 
results on an excel file. Compute the 
mean of the three different k values for 
the k-Means.  





Association rules mining 

� Method for discovering interesting 
relations between variables in large 
databases 

�  For example, the rule {onion, potatoes}
à {burger} would indicate that if a 
customer buys onions and potatoes 
together, he is likely to also buy 
hamburger meat 



Classification vs Association Rules 

� Classification  
�  Focus on one target field 
�  Specify class in all cases 
� Measures: Accuracy 

� Association Rules 
� Many target fields 
�  Applicable in some cases 
� Measures: Support, Confidence, Lift 



Association rules 

� Association rule R : itemset1 => itemset2 
�  Itemset1, itemset2 are disjoint and Itemset2 is 

non-empty 
� meaning: if transaction includes Itemset1 then 

it also has Itemset2 
� Example 

�  A, B => E, C 



Association rules with Weka (1) 



Association rules with Weka (2) 



Example (1) 
1.  Open vote.arff  
2.  Go to Associate tab 
3.  Choose a Association Rules method: 

Apriori 1 
4.  Set lowerMinBoundSupport to 0.5 2 
5.  Set numRules to 15 3 
6.  Click on Start button 4 



Example (2) 



Meaning of results (1) 



Meaning of results (2) 



Meaning of results (3) 



Exercise (1) 

� Mining the file ’supermarket.arff’  
� Open with a text editor this file and look 

at the value inside the file. 
� Which is the particularity of this file? 
�  Try to understand why this file is 

particularly adapted for the Association 
Rules task.  



Exercise (2) 

� Create an “arff”-file containing the 
following document-word representation 
(binary mode). 
t1 = {machine, learning, classifier} 
t2 = {data, mining, associative, classifier} 
t3 = {mining, decision, tree} 
t4 = {association, mining, data} 
t5 = {decision, tree, classifier}  



Exercise (3) 

� Extract the top 10 Association Rules 
from your ‘arff’-file (Exercise 2) 

� Discuss the results  
� Use a sparse mode representation and 

extract the association rules. 



Questions concerning to  
final project… 


